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CHAPTER 1

Introduction

Since the invention of the laser in the 1950s, based on Einsteins description of stimulated emission of
atoms from 1916, it has become a widely used tool in different areas ranging from basic research over
medicine to military applications [1]. One application in physics is trapping of small particles like
atoms. After reporting the acceleration and trapping of micrometer-sized particles by Arthur Ashkin
in 1970 [2] he and his colleagues showed how to trap dielectric particles with the gradient forces of
laser light [3]. The technique of optical tweezers can be used in various fields of different scientific
areas. For example Ashkin et al. already considered these traps for manipulation of single biological
cells at the very beginning [4]. Because of the ability to focus down the laser beam size to nanometer
regime it is also considered as a useful tool in nanotechnology [5].
Many applications of optical tweezers need multiple controllable tweezers at the same time. This can
be achieved by deflecting a single laser beam into multiple directions and focusing them at different
spots in order to create arrays of tweezers. There are many different methods how these deflections
can be generated. For example spatial light modulators (SLM) can manipulate light by changing the
optical properties of its material to change the phase front of the light. However, for commercial
devices the modulation time usually lies in the ms regime [6] which is too slow for our purposes.
But it is worth mentioning that decreasing modulation speed below this limit is focus of current
research [7]. Digital micromirror devices (DMD) are also able of shaping laser light into multiple
optical tweezers by switching individual micrometer-sized mirrors on or off. Refresh rates in the 𝜇s
regime are possible to provide high precision control for generating optical traps [8]. In this thesis two
crossed acousto-optical deflectors (AOD) are used [9] which rely on the acousto-optical effect. AODs
allow to dynamically steer tweezers independently [10] and by this offer the possibility to rearrange
tweezer arrays to create defect-free array structures [11]. Since loading tweezers arrays with atoms is
a challenging process due to its stochastic nature, it is still part of current research to find optimal
routines for loading [12, 13]. The 2D AOD used in this thesis provides access time in the 𝜇s regime
and has already been successfully implemented in another research group at the Institute of Applied
Physics for steering of laser beams [14]. The deflected laser beams are controlled via multitone radio
frequency (RF) signals and hence fast control electronics is needed in order to manipulate atoms with
high fidelity.
So far direct digital synthesizer (DDS) boards are used in the rubidium quantum optics (RQO)
experiment of the Nonlinear Quantum Optics group of Sebastian Hofferberth. The generation of three
atom tweezers clouds is possible at the moment which shall be promoted to so called superatoms,
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Chapter 1 Introduction

which promise to be a versatile tool for optical quantum technology. The idea is to excite one rubidium
atom in a trapped atom cloud in a Rydberg state. Due to the dipole interaction induced Rydberg
blockade the other rubidium atoms in the cloud cannot be excited by the same light field during
lifetime of the excited state. As a result the atom ensemble in the cloud form a collective excited
state, a superatom. When the superatom spontaneously de-excites the photon is emitted along the
same direction as the incident light field [15]. Placing many atom clouds along an axis defined by the
exciting light field then lead to a cascaded quantum system. With such a scheme deterministic photon
substraction was achieved in this group [16]. Here up to three photons of a probe light pulse were
substracted by the excitation of three superatoms as shown in the sketch below.

Figure 1.1: Sketch of photon subtraction from a probe light pulse due to excitation of Rydberg superatoms
enabled by a control beam; the picture was adapted from [16]

By this mechanism it is possible to deterministically manipulate photon statistics. In order to extend
the capabilities of such experiments, in the RQO group the number of tweezers and control shall be
extended, which is the main part of this work. This thesis deals with making tweezer arrays with highly
controllable arbitrary behavior in time and space. The essential physical theory to understand the
AOD and tweezer mechanism will be explained in the next chapter. As a RF source a programmable
Spectrum Instrumentation (SI) arbitrary waveform generator (AWG) is used. Because the signal
computations are very heavy a GPU is used for this task. Chapter 3 explains the calculations and
output characterizations of the SI card. In chapter 4 the optical test setup, which forms the main part
of the thesis, will be shown. Here all system components for generating stable tweezer patterns are
explained and possible optimization techniques are discussed. Chapter 5 deals with the integration
into the main experiment which consists of technical implementation as well as testing the tweezer
ouput for atom trapping. This thesis closes with a summary and an outlook how the insights of this
work could be utilized in the future of the main experiment.
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CHAPTER 2

Theory

This chapter considers the basic physical concepts used in this thesis in order to understand the
experimental realization. Firstly the acousto-optic effect and its use for acousto-optic modulators and
deflectors will be explained. Then the governing equations for optical tweezers with laser light will be
shown and interpreted.

2.1 Acousto-optic deflection

Both acousto-optic modulators (AOMs) and AODs rely on the acousto-optic effect. First the
phenomenon is explained for an isotropic medium. This principle will be extended for a birefringent
crystal to describe the behavior of the AOD which is used in this thesis.
If a sound wave travels through an optical medium matter is compressed or rarefacted. Thus the
mediums density varies over the region where the sound wave is present and therefore its refractive
index is changed. If light passes this region it is altered by the sound wave. This result is named
acousto-optic effect. Usually the sound wave is created by a piezo element driven by a radio-frequency
signal.
In order to derive the governing equations one can use the picture of Bragg Diffraction. Here it is
assumed that both light and sound are plane waves with wavelengths 𝜆 = 𝜆0/𝑛 and Λ respectively
where 𝜆0 is the lights vacuum wavelength and 𝑛 the unperturbed refractive index. Light enters the
perturbed region under an angle 𝜃 as it is shown in Figure 2.1 on the left side. We assume now that
reflection occurs at density maxima and partial light strains can interfere constructively if their path
length differs by a multiple of 𝜆. Geometric considerations show that the path length difference is
2Λ sin(𝜃) (see Figure 2.1 right side). Hence light is diffracted at the same angle which is given by

sin(𝜃) = 𝑚𝜆

2Λ
(2.1)

where 𝑚 ∈ Z . In the following we will only consider the first order (𝑚 = 1) because it gets the highest
diffraction intensity. A more rigorous derivation is done in Ref. [17] by using wave optics. It shows
that the frequency of the light wave is altered by the sound for ±𝜃 as

𝜔𝑑 = 𝜔 ±Ω
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2.1 Acousto-optic deflection

Figure 2.1: Left: Bragg diffraction planar scheme adapted from [17]: Incident light impinging with Bragg angle
𝜃 is diffracted partly into light leaving with Bragg angle
Right: Bragg Condition for an AOM: the Bragg angle can be derived from a constructive interference condition
where the additional path length of laser light is a multiple of the wavelength

where 𝜔𝑑 is the frequency of the diffracted light wave, 𝜔 the original one and Ω the frequency of
the sound wave. Usually the condition Ω ≪ 𝜔 holds and the assumption that the wavelength stays
the same is valid which leads to a simple quantum mechanical picture of the process: A photon of
frequency 𝜔 absorbs a phonon of frequency Ω. After scattering the phonon has a frequency 𝜔𝑑 .
Conservation of energy and momentum lead to

ℏ𝜔𝑑 = ℏ𝜔 ± ℏΩ ≈ ℏ𝜔 (2.2)

ℏ®𝑘𝑑 = ℏ®𝑘𝑖 ± ℏ®𝑘𝑎 (2.3)

Here ®𝑘𝑑 , ®𝑘𝑖 and ®𝑘𝑎 are the wavevectors of diffracted light, incident light and acoustic wave respectively.
Using the approximation given in eq. 2.2 one can extend eq. 2.3 to

| ®𝑘𝑑 | = | ®𝑘𝑖 ± ®𝑘𝑎 | = | ®𝑘 |

Thus the wavevector of the diffracted light lies on a sphere with radius | ®𝑘 |, depicted in Figure 2.3 on
the left where the three wavevectors form an isosceles triangle. It can be seen that eq. 2.1 can also be
derived from this phasematching condition. The scheme can now be used to understand the diffraction
of a non planar light wave e.g. a Gaussian beam from an acoustic beam. As depicted in Figure 2.2 on
the left side light and sound beam have an angular divergence of 𝛿𝜃 and 𝛿𝜃𝑠 respectively.
Both beams can be imagined as composed of multiple planar waves with travel directions governed by
𝛿𝜃 and 𝛿𝜃𝑠. If now the central wavevectors of both incident light and sound beam fulfill eq. 2.1 and
𝛿𝜃𝑠 ≫ 𝛿𝜃 then the light beam is reflected in its full shape. This is because for every light wavevector
®𝑘𝑖 there is a sound wavevector ®𝑘𝑎 such that the resulting ®𝑘𝑑 lies on the sphere with radius | ®𝑘 | as it is
sketched in Figure 2.2 on the right side.
In the scheme above effectively only one diffraction angle can be used and the laser beam manipulation
concentrates on the modulation of the RF amplitude. Here a change in RF amplitude alters the
diffraction efficiency and hence the diffracted light intensity. To extend this to both angle and intensity
manipulation acousto-optical deflectors are used. The difference to the process above is that a deflector
needs an anisotropic material. In our case TeO2 is used which is actually a common crystal choice.
The basic working principle can be explained with Figure 2.3 right side. Here a wavevector diagram for
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Chapter 2 Theory

Figure 2.2: Bragg diffraction beam scheme adapted from [17]: an incident laser beam has an angular width 𝛿𝜃
and the sound wave an angular width 𝛿𝜃𝑠 , the full beam is then diffracted if 𝛿𝜃𝑠 ≫ 𝛿𝜃 such that phase matching
is possible for every wavevector of the incident laser beam

a positive uniaxial crystal is shown where the incident beam as an extraordinary wave with wavevector
®𝑘𝑖 is diffracted into an ordinary wave with wavevector ®𝑘𝑑 by an acoustic wave with wavevector ®𝑘𝑎.
Due to the anisotropy of the material the wavevector triangle for phasematching is not isosceles
anymore and the bandwidth for this diffraction process can be maximized if the acoustic wavevector is
tangential to the inner curve of the diffracted wave [18].

Figure 2.3: Phase matching condition for Isotropic diffraction (left) and diffraction in a positive uniaxial crystal
(right) adapted from [19]

Due to energy and momentum conservation the incident and diffracted angles are now described by
Dixons equations [20]:

sin
(
𝜃𝑖
)
=

𝜆0
2𝑛𝑖𝑣

[
𝑓RF +

𝑣
2

𝑓RF𝜆
2
0

(
𝑛

2
𝑖 − 𝑛

2
𝑑

)]
(2.4)

sin
(
𝜃𝑑

)
=

𝜆0
2𝑛𝑑𝑣

[
𝑓RF −

𝑣
2

𝑓RF𝜆
2
0

(
𝑛

2
𝑖 − 𝑛

2
𝑑

)]
(2.5)
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2.2 Optical tweezer

Here 𝑛𝑖 and 𝑛𝑑 are the refractive index for incident and diffracted light beam respectively, 𝑣 the speed
of sound in the medium and 𝑓RF the frequency of the RF signal and hence of the acoustic wave.
An important characteristic behavior can be seen in vicinity of the central frequency [20]

𝑓cen =
𝑣

𝜆0

√︂���𝑛2
𝑖 − 𝑛

2
𝑑

���
Defining Δ𝑛 = 𝑛

2
𝑖 − 𝑛

2
𝑑 and writing eqs. 2.4-2.5 in terms of the central frequency (𝑥 = 𝑓RF/ 𝑓cen) one

yields the following expressions by Taylor expanding at 𝑥 = 1 to first order:

sin
(
𝜃𝑖
)
=

√
Δ𝑛

2𝑛𝑖

(
𝑥 + 1

𝑥

)
≈

√
Δ𝑛

𝑛𝑖

sin
(
𝜃𝑑

)
=

√
Δ𝑛

2𝑛𝑑

(
𝑥 − 1

𝑥

)
≈

√
Δ𝑛

𝑛𝑑
(𝑥 − 1)

It was assumed that we have a positive uniaxial crystal thus 𝑛𝑖 > 𝑛𝑑 . One can see that in vicinity of
the central frequency the diffraction angle shows a linear behavior while the incident angle is constant.
This is the working regime of our AOD with high deflection efficiency where the angle of the diffracted
beam can be chosen depending on the applied radio frequency in a linear regime. To extend this a RF
signal consisting of many different frequency components can be applied such that a single laser beam
is deflected into multiple angles at the same time.

2.2 Optical tweezer

In order to trap an atom it has to experience a potential with minimum at the desired trapping spot. An
optical tweezer utilizes the dipole potential from laser light to create a deep localized trapping spot.
To this end a Gaussian beam is used. Its most important properties for this thesis are explained in the
following lines [17]: The intensity of a Gaussian beam is described by

𝐼 (𝜌, 𝑧) = 𝐼0
[
𝑊0
𝑊 (𝑧)

]2
exp

[
− 2𝜌2

𝑊
2(𝑧)

]
(2.6)

with 𝜌 =

√︂(
𝑥

2 + 𝑦2
)

and 𝑧 as polar coordinates where the beam propagates along the z-axis. 𝐼0 is the

intensity at 𝑧 = 𝜌 = 0. The other parameters are given as

𝑊0 =

(
𝜆𝑧0
𝜋

) 1
2

𝑧0 =
𝜋𝑊

2
0

𝜆

𝑊 (𝑧) = 𝑊0

[
1 +

(
𝑧

𝑧0

)2
] 1

2
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Chapter 2 Theory

with 𝜆 as the wavelength of the laser. 𝑊 (𝑧) is a measure for the beam width by marking the radius at
which the peak intensity at 𝜌 = 0 has dropped by a factor of exp(−2). 𝑧0 is called Rayleigh range,
at this point 𝑊 (𝑧) = 𝑊0

√
2. Figure 2.4 shows two plots regarding the Gaussian beam. On the left

side the beam width is shown in units of the beam waist𝑊0. It can be seen that the Rayleigh range is
a good measure to characterize how good a Gaussian beam is collimated: The longer the Rayleigh
range the longer it takes the beam to diverge significantly. On the right side a heat map of the intensity
profile normalized by maximum intensity at distance 𝑧 is shown with the coordinate axis in units of
the beam width𝑊 . The red circle marks the region of 𝜌 = 𝑊 .

Figure 2.4: Left: Beam waist𝑊 of a Gaussian laser beam depending on the distance 𝑧 from the waist𝑊0
Right: Beam intensity profile of a Gaussian laser beam, the 1/e2 drop in intensity is marked with the red circle

Since𝑊 increases in both directions from the beam waist at 𝑧 = 0 one can see together with Figure
2.4 that there is always an intensity gradient pointing to the beam center at the waist. This behavior
will cause atoms to be attracted to this point as it will be shown now [21]:
If an atom is placed in the beam the electric field of the laser induces an electric dipole moment which
is given by

𝑝 = 𝛼�̃�

where 𝑝 and �̃� are the complex amplitudes of the dipole and electric field respectively. 𝛼 is the
complex polarizability of the atom which is given by

𝛼 = 6𝜋𝜖0𝑐
3 Γ/𝜔2

0

𝜔
2
0 − 𝜔

2 − 𝑖
(
𝜔

3/𝜔2
0

)
Γ

(2.7)

Here 𝜔 is the laser frequency, 𝜔0 the atoms resonance frequency and Γ a scaled classical damping rate
due to the radiative energy loss. The interaction energy of dipole and electric field is now given by

𝑈dip = −1
2
⟨ ®𝑝 ®𝐸⟩ = − 1

2𝜖0𝑐
Re [𝛼] 𝐼
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2.2 Optical tweezer

Here 𝐼 is the light intensity. The factor 1/2 in the interaction potential is needed because the atoms
electric dipole moment is not permanent but induced. We can now calculate the force on the atom by

®𝐹dip (®𝑟) = −∇𝑈dip =
1

2𝜖0𝑐
Re [𝛼] ∇𝐼 (®𝑟)

Note that Re [𝛼] is positive for 𝜔 < 𝜔0 and thus due to the intensity gradient the force points toward
the intensity maximum. In case for the Gaussian Beam this is the waist center.
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CHAPTER 3

RF signal generation

In order to control the AODs a signal source is needed which provides MHz output for each AOD
separately. For our needs an output up to 120 MHz should be possible. The device must be
programmable in the millisecond regime for implementation into the experimental cycle. In addition
the source should be able to generate arbitrarily formed signal patterns in order to allow multi-tone
output for realizing multiple simultaneous tweezers. To meet these requirements an M4i.6621-x8
AWG from Spectrum Instrumentation is used as a RF source. This AWG provides two analog outputs
with 625 MS/s maximum sampling rate generated with 16 bit digital signal resolution. The output
amplitude can go up to 2.5 V into 50 Ω. The device has two trigger channels and communicates over
a PCI x8 Gen2 interface which is also connectable to x16 slots as one can see at the retention hook in
Figure 3.1.

Figure 3.1: Front picture of the AWG placed on the protection foil before installed into the lab PC

In the following section the theory of programming the AWG will be shown. After that methods
of signal computation for generating arbitrary output patterns will be explained. At the end the
programmed card output is shown and characterized.
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Chapter 3 RF signal generation

3.1 AWG programming

The SI card can be programmed with different programming languages including Python which is
used in this thesis. The communication for commands and signal transfer between PC and SI card is
managed by the driver provided from Spectrum Instrumentation. The device is controlled by writing
values into memory registers of the AWG. This includes features like amplitudes, trigger conditions as
well as signal memory management.
In general 16-bit numerical data represented in a buffer object is written into the memory. Each number
corresponds to a voltage output. The maximum voltage for each channel is written into additional
registers. The output with the memory data is then scaled with respect to the set voltage level. The SI
signal is given by the memory data with a speed determined by the sampling rate. Formally the data is
saved in a multiplexed way e.g. for two channels the memory scheme looks like this

D11 D21 D12 D22 ...

where Dij correspond to data point j for channel i. However, the data is read in parallel for both
channels such that the overall output time is given by one channel data length divided by the sampling
rate.
For this thesis two modes provided by the device are used: Standard Single Replay and Sequence
Replay Mode. The Standard Single Replay Mode only uses one sequence of data with external
triggering options. After the data is read from beginning to end it can be repeated instantaneously.
Thus the Single Replay Mode provides a fast and easy implementation of a continuous arbitrary signal.
A programming example of this method for generating two independent sinus signals is given in
appendix A.
The Sequence Replay Mode can be seen as an extension of the Standard Single Replay Mode. Here the
memory is divided into multiple segments filled with data. Then it can be defined at which segment
the output starts and what the order of sequences with additional conditions is. An example scheme is
shown in Figure 3.2.

Figure 3.2: Example sequence scheme for Sequence Replay Mode of the Spectrum Instrumentation AWG [22]

In this example the memory is divided into eight segments from which six are loaded with data
marked in red. As it can be seen, it is not mandatory to fill the whole segment memory with data. The
sequence contains of four steps with each of their own loops and next step stettings. There are so
called feature flags which determine the behavior of the card after one step is finished. Following
options exists:

12



3.2 Signal computation

Feature flag Description
ENDLOOPALWAYS Continue with next step unconditionally
ENDLOOPONTRIG Continue with next step if trigger condition is met
END Stop card

The feature flag takes place when the loop cycle for the corresponding step is finished. For example in
the experiment the trigger feature flag is used to define precisely when the SI card starts its output in
the experiment cycle.

3.2 Signal computation

In order to use the SI card to drive the AODs it has to provide sinusoidal signals. The Standard Single
Replay Mode can be used but the finite sampling rate and the finite sample length impose a restriction
on the signal quality. The problem is that one needs a segment length such that the signal from last to
first step is continuous because it repeats at the end. This is illustrated in Figure 3.3. Here an arbitrary
sample length of fourteen samples was chosen. In theory, after the SI card processed these data points
it would re-loop. This is depicted by continuing the signal with exactly the same data. The red square
marks the region where the loop occurs. It is visible that the signal cannot be continued smoothly, a
jump appears. In practice this would lead to additional frequency components in the power spectrum
of the SI output. The goal is then to find a sample length such that last and first signal point would
lead to a continuous output.

Figure 3.3: Signal jump of a simulated sinus signal due to finite sampling rate, the sample points are connected
with straight lines, the red rectangle marks the region where the jump appears

One method to realize this is taken from Ref. [23] and will be explained in the first part of this section.
The minimum sequence length is given by the card as 𝐿min = 384 samples. If the segment length is
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Chapter 3 RF signal generation

longer then the additional length has to be a multiple of 32 due to internal AWG restrictions. In the
end the goal is to create a signal 𝑆𝜈 (𝑖) with frequency 𝑓 = 𝜈 𝑓cen with 𝑓cen as a central frequency (not
the same as for the AOD) such that 𝑆𝜈 (𝐿min) = 𝑆𝜈 (0). We can define the following parameters:

𝑁loop =

⌈
𝐿min · 𝑓cen
625 MS/s

⌉
𝑓SR =

𝐿min · 𝑓cen
𝑁loop

(3.1)

Here 𝑁loop is the minimum number of loops needed for a signal with central frequency when sampled
with sampling rate 𝑓𝑆𝑅. ⌈𝑥⌉ is the ceiling function such that the sampling rate is adjusted to 𝑓SR. The
signal is then given by

𝑆𝜈 (𝑖) = sin
(
2𝜋 · 𝑁loop ·

𝑖

𝐿min
· 𝜈 + 𝜙0

)
(3.2)

where 𝜙0 is an optional phase shift. The signal can be scaled by a 16 bit integer. In order to meet the
boundary condition mentioned above one can see that 𝜈 has to be a rational number with denominator
of 𝑁loop.
In order to be able to apply a finer frequency spacing one then needs to extend this data sample with
length 𝐿min to a multiple of it:

𝐿min → 𝑁length𝐿min

Because of the above mentioned sample length restriction 𝑁length needs to fulfill the following
condition:

𝑁length𝐿min = 32 · 𝑚 𝑚 ∈ N

⇔12 · 𝑁length = 𝑚 (3.3)

The frequency precision 𝑝 can be defined as

𝑝 = 𝑓𝑛+1 − 𝑓𝑛 =
𝑓cen

𝑁loop𝑁length

The sample length can then be expressed as

𝑁length =
𝑓cen

𝑁loop𝑝
(3.4)

Combining eq. 3.3 and eq. 3.4 we get a an expression for all possible frequency precisions:

𝑝 =
12 · 𝑓cen
𝑁loop · 𝑚

(3.5)

In total eqs. 3.1, 3.2, 3.4 and 3.5 fully define the signal data for a limited segment. This technique
can already be utilized for tweezer array generation: Using the Sequence Replay mode each segment
would then contain one frequency pair (one frequency for each output channel) corresponding to
one tweezer. If the phase shift 𝜙0 is equal for every segment the output signal switches continuously
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3.2 Signal computation

from one frequency component to the next one. This fast tweezer ’jumping’ then creates an averaged
potential for every tweezer [24]. One restriction of this method is the fact that every tweezer is only
active for finite time and inactive as long as the signal cares for the other frequency components.
Thus the signal must drive back to the original place in a short amount of time that depends on the
atoms reaction when no tweezing force appears. In conclusion the signal length 𝑁length imposes then
restrictions on the frequency precision 𝑝.
A more robust but less flexible method is to provide continuous signal output with amplitude and
frequency depending on time. It can be realized with the following formula:

𝑆(𝑡) = 𝐴(𝑡) · sin
(
2𝜋 ·

∫ 𝑡

0
𝑓
(
𝑡
′)
𝑑𝑡

′ + 𝜙0

)
(3.6)

Here 𝐴(𝑡) and 𝑓 (𝑡) are the time dependent amplitude and frequency respectively. 𝜙0 is an optional
phase shift. The integral is needed to take previously collected phases from other frequencies into
account. On top of this the time dependent amplitude can be simply multiplied since it is not phase
dependent.
In discrete form for computational implementation eq. 3.6 becomes

𝑆(𝑡𝑖) = 𝐴(𝑡𝑖) · sin ©«2𝜋 ·
𝑖−1∑︁
𝑗=0

𝑓

(
𝑡 𝑗

)
Δ𝑡 + 𝜙0

ª®¬ (3.7)

where Δ𝑡 = 𝑓
−1
SR .

In order to apply multi-tone signals onto the AODs the data for different frequencies (tweezers) can be
summed up:

𝑆total(𝑡𝑖) =
𝑁∑︁
𝑑=1

𝑆𝑑 (𝑡𝑖)

The downside of this superposition method is that for a 2D AOD combination every frequency
component of x-diffraction axis couples with every other from the y-axis. Thus only 1D or quadratic
patterns are possible in contrast to the former method where every tweezer has its own time sequence.
Due to this separation only one frequency at each AOD appear at a certain point in time and thus
only these frequencies couple together. Two example configurations in 2D are shown in Figure 3.4
which were created with the ’jumping’ method and recorded with a camera. The potential averaging
mentioned above can be seen here effectively in the overall lower brightness for the spots in the left
picture. Here much more spots are generated and hence the off-time is longer than for the triangle
shape in the right picture. In the later part of this thesis we will only focus on the 1D part with the
superposition method because it is used in the main experiment.
While computations for the ’jumping’ method can be run on CPU with short calculation times, the
latter method can consume times of multiple seconds. For our experimental purposes this is not
fast enough, the experiment cycle time is two seconds [25] and we want the SI card to be ready in
under one second. Therefore the computations for these long samples are performed on a Nvidia
GeForce RTX 3060TI graphics card. The reason why GPU calculation speed is faster than that of
CPU is parallelization. Usually, commercial CPUs contain only below hundred cores which are the
computation units. Arithmetic operations can be distributed among them such that computation time
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Chapter 3 RF signal generation

Figure 3.4: 2D square and triangle light pattern generated with tweezer ’jumping’ method recorced with a
camera

decreases because sub tasks are solved in parallel. For complicated and long calculations like graphics
calculations for modern computer games CPU power is not enough to finish these tasks in a short
amount of time. This also holds for numeric scientific problems like our case. A GPU has thousands
of cores thus computations are faster. The computation scheme in our case can be summarized in
Figure 3.5 shown below. Three instances are used: GPU, CPU and SI AWG card. The information
transfer is governed by PCIe lines indicated with black arrows. The central part is the processor which
coordinates the information stream with the graphics card as well as setting the spectrum card over
registers and final signal stream. Possible feedback from the spectrum card is handled in terms of error
queries. As already explained, heavy calculation for eq. 3.7 are done via graphics card. Necessary
information about what to compute is streamed from CPU to GPU. On the other side, fully calculated
data is given back from GPU to CPU.

Figure 3.5: Scheme of computational signal flow between PC and Spectrum card
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3.3 Output characterization

3.3 Output characterization

For creating well-defined tweezers one needs to know the technical possibilities and limitation of
the SI card as well as the software performance. The interesting parameters here are amplitude and
frequency behavior as well as computation times of the RF signals. To characterize the SI ouput a
Agilent Technologies EXA N9010A spectrum analyzer was used. In Figure 3.6 the upper plots show
the measured output power with respect to the software set amplitude for channel 0 and channel 1
respectively. For better visualization the same data is shown with logarithmic x-scales in the bottom
line in addition with a reference line which shows the theoretically expected output.

Figure 3.6: Power output of SI card with respect to theoretically set amplitude
left side: ch0 with/without reference; right side: ch1 with/without reference
bottom plots are shown with logarithmic x-scale

Two things are apparent: the output power varies slightly with frequency and is lower than 1 dB apart
from the expected output. The reason for this is the finite sampling rate of the SI card. The peak
values of the sinus signal lies with low probability on a sample point. In addition since we work with
fixed sampling frequency the location of maximum value sample points varies with desired signal
frequency. Therefore the real output has to lie always below the reference line. This effect is illustrated
in Figure 3.7. Here a snippet of simulated sinus samples for three frequencies are shown. One can
see that the sample points cover the ideal signals only roughly which is the reason why the detailed
calculation scheme described in section 3.2 is needed.
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Figure 3.7: Simulated sample data in comparison to ideal sinus signal for 20, 100, 200 MHz respectively
18



3.3 Output characterization

The change of amplitude in dependence of the programmed frequency is shown in Figure 3.8 for
different programmed amplitudes. As expected for higher frequencies the amplitude decreases because
of poorer sampling. For lower frequencies the amplitude curves reach a maximum and then fall
off again. Just from a standpoint of sampling a plateau should appear because at some point the
wavelength is long enough to cover the slopes sufficiently for the finite sampling rate. I assume that
the drop off to the left comes from bandwidth limitations of electronic components inside the SI card.

Figure 3.8: SI output power for different set amplitudes in dependence of frequency

For the test setup the SI signal is attenuated and amplified to enhance the deflection efficiency of
the AODs. This happens because with increasing RF power the amplitude of the sound wave inside
the AOD crystal increases. This corresponds to a higher amount of phonons which increases the
probability of deflection. However, it is also important that the maximum power used is below the
damage threshold of the AODs specified by the manufacturer. In our case the threshold is 2 W which
corresponds to 33 dBm. At the same time we want to use the whole amplitude range of the SI card,
namely 2500 mV, thus a combination of attenuator and amplifier was selected such that the output
power is as high as possible but below 2 W. The output result is shown in Figure 3.9. The overall
shape stays the same like in Figure 3.6 as expected. Small variations can appear since attenuators and
amplifiers are frequency and amplitude dependent.
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It can be seen in the insets of Figure 3.9 that the maximum output was measured for 75 MHz at 2500
mV programmed SI amplitude. The power is roughly at 32.8 dBm but still below 33 dBm. Therefore
the lowest frequency which can be applied with confidence in meanings of safety is 75 MHz for this
setup.

Figure 3.9: Power output of SI card with amplification for channel 0 and channel 1 respectively

Please note that the output is also temperature dependent. With the setup used in this thesis all
amplifiers are cooled. If for example the amplifiers for the SI output would not be cooled the maximum
amplified output could exceed 2 W.
The other important quantity to check is the match of the output frequency with the theoretically
programmed one. To this end the output was measured with the spectrum analyzer at high resolution
bandwidth. The result is shown in Figure 3.10 where on the left side the measured frequency output
is shown with respect to the programmed value. The linear relationship is clearly visible. A closer
look can be taken by subtracting the theory frequency from the measured value to get the frequency
deviation Δ 𝑓 . It is shown with respect to the theory frequency in the plot on the right side. The
deviation increases with higher set frequency. This is again expected because of poorer sampling
quality as for the amplitude case. The frequency deviation increases step wise which I assume is
caused by finite digitization. However, in the range we are interested in the deviation is in the sub kHz
regime which is perfectly fine since the tweezer resolution in the main experiment is roughly 1 MHz.

Figure 3.10: Frequency output vs expectation of the SI card, the deviation of real and expected output Δ 𝑓 lies in
the kHz regime and increases with increasing set frequency due to poorer sampling
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One disadvantage of the use of amplifiers is signal distortion when applying multi-tone input. In
Figure 3.11 the power spectrum of a signal programmed originally with frequencies of 75, 80 and
85 MHz are shown in blue. One can clearly see that side peaks are apparent. These appear due to
nonlinearities in the amplifier circuits and result in frequency mixing [11]. It is possible to reduce this
effect by changing the phases of individual signals. In the plot the spectrum for random phases is
shown in orange. One can see that the main amplitudes stay the same while the side-peaks amplitudes
are getting damped by several dBs. This damping is important because otherwise unwanted tweezers
would be generated. Diminishing the RF amplitude of these signals will then result in less energy
contributing into the optical power of these spots. In the end the side peaks have less intensity by
several orders of magnitude such that these side effects become negligible. In the main experiment
random phases are then used for the RF signals to create the corresponding tweezers for the atom
clouds.

Figure 3.11: Example of frequency mixing due to amplifiers for an input signal originally containing 75, 80, 85
MHz components, the amplitudes of the side peaks can be damped with phase shuffling the original RF signals

One other critical part of the RF generation characterization is the time needed from starting signal
computation until the SI card starts its output. For this the performance of a 1D sequence for the main
experiment is considered. The (technical) details of this sequence are explained in chapter 5 when
the actual implementation into the main experiment is described. For now it is enough to know that
a self written software controls signal generation and uploading to SI card. The software enables a
user to specify initial tweezer pattern, movement specifications and end pattern. Start and end output
are implement with eq. 3.2 whereas the moving is realized with eq. 3.7. The number of tweezers is
arbitrary and the movement takes place in the millisecond regime. Thus the user is able to generate an
arbitrary tweezer configuration in time and space. The concept is depicted in Figure 3.12 where an
arbitrary sequence with four tweezers of different frequency and amplitude behavior was run. The
voltage signal was measured by a LeCroy WavePro 7Zi oscilloscope. The data was then split into
small time bins and Fourier transformed to get the frequency spectrum over time.
The intensive part of calculating the movement data is done by the GPU. However, at some point
for number of tweezers and/or moving time the calculation time can be very long even with GPU
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Figure 3.12: Fourier spectrum of example 1D sequence

computing. For benchmark purposes a characteristic pattern was calculated: For simplicity all
tweezers start at 𝑡0 = 0 with the same initial frequency and end at 𝑡 = 𝑡end with the same end frequency.
In between the frequency increases linearly to the end. The time for movement (simulation) 𝑡end − 𝑡0
and number of tweezers were then increased to test the computing performance. The actual computing
time until the card is output ready was measured and the mean of ten iterations (of a certain simulation
time and tweezer number setting) was taken. The result can be seen in Figure 3.13 in the first plot.
The white region on the first plot marks configurations where the GPU memory had an overflow
meaning the data to calculate didn’t fit into the GPU memory. The red lines mark the boundary of one
second computation time and transition from valid to abandoned data which is the limit for integration
into the main experiment. It can be seen that with more tweezers the maximum moving time gets
more restricted. However, for application purposes long times are not needed because the moving
part is only used for loading and distributing the tweezers effectively which can be done in a few
milliseconds.
The bottom plot of Figure 3.13 shows the same benchmark data but here the time values above one
second are also discarded such that the color scaling for the time below one second is better visible. It
is apparent that increasing tweezer number and/or simulation time increases computation duration.
However, what is visible in both plots is that there are sometimes fluctuations where this rule does
not apply, e.g. with increasing simulation time sometimes the computation time becomes smaller for
a certain setting and then increases again as normally expected. During the process of developing
the benchmark scripts I noticed that computation time fluctuates when using the GPU. I assume that
different efficiencies in internal memory structure building can cause this behavior. However, for
practical implementation this is not a problem for the computing performance we are interested in.
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3.3 Output characterization

Figure 3.13: 1D tweezer sequence computation time benchmark, the computation time was averaged ten times
for each setting, white region in upper plot has no data due to GPU memory overflow, in the lower plot time
values above one second were additionally abandoned to the white region such that the color scale in the allowed
region is better visible
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CHAPTER 4

Creation & optimization of AOD deflections

For testing tweezer generation and characterization an optical test setup was built. In addition it
was used to experiment with methods of optimizing AOD deflections in terms of generating equal
deflections efficiencies for different frequency settings. In the first part of this chapter the whole setup
and its details will be explained. The second part then discusses the deflection efficiencies. The goal
of this part of the thesis is to point out technical limitations when working with AOD deflections and
to find RF manipulation mechanisms that could be utilized in the main experiment.

4.1 Test setup

In Figure 4.1 a sketch of the optical test setup is shown. The flow of explanation goes from right to left
in correspondence with laser propagation direction. Before the laser light can be used for generating
tweezer patterns two points must be assured:

• Intensity stability of the laser light source is a necessary condition for producing intensity stable
tweezers. Therefore an AOM is used where the intensity of the diffracted laser light is stabilized
with a PID loop (discussed in section 4.1.2)

• For producing well defined single tweezer points the light has to be in Gaussian mode. This can
be assured by leading the light though a polarization maintaining single mode fiber.

The RF power of the AOM is adjusted by a control box which will be explained subsequently. After
the fiber a polarizer is used to ensure vertical polarization (perpendicular to the optics table). This
has two reasons. Firstly the two axis AODs are optimized for this polarization and secondly any
polarization drifts from the fiber coupling are changed into intensity drifts by the polarizer which can
be adjusted by the intensity stabilization.
After the polarizer the laser light is divided into two parts by a beam splitter. One part is further used
for tweezer generation, the other one is used for intensity stabilization. The intensity is detected by a
photo diode (PD) in terms of photo current. The corresponding voltage signal is fed into a feedback
loop that controls the AOM RF amplitude. With this feedback loop the laser light intensity going
into the PD is held at a desired point. Therefore also the transmitted light of the beam splitter stays
constant. This is then a reliable input for the AODs. The SI card inside the computer produces the
desired RF signal which is amplified and fed into the AODs. The diffracted laser light is then focused
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Figure 4.1: Optical test setup for generating and manipulating tweezer arrays

either on a PD or on a camera depending on the kind of measurement. In this thesis intensity related
measurements were done with the PD and position depended ones with the camera because it turned
out that camera intensity values where too unreliable. This will be discussed in more detail in section
4.2.3. For PD measurements the laser light intensity is turned into a proportional voltage which is
measured with an oscilloscope. This value can than be digitized and read by the computer.

4.1.1 AOM control box

Two devices are used for control of the AOM output to produce intensity stabilized laser light:
RedPitaya and AOM Control Box. This subsection concentrates on the latter one while the actual
intensity control with the RedPitaya will be discussed in the following chapter. The control box is
used to generate an RF signal suitable for the AOM and to provide a possibility for manipulation of
the amplitude of this signal to change the AOMs diffraction efficiency. These boxes are in-house built
for standardizing AOM control. Figure 4.2 shows a scheme of the box.

Figure 4.2: Scheme of the AOM control box flow

The RF source for driving the AOM is a AD9959 DDS board from ANALOG DEVICES which is
programmed to provide an output of 80 MHz. The programming can be done by a computer with the
manufacturers software via USB connection. In order to be able to modify the amplitude of this signal
it is mixed with an analog input from the RedPitaya with a Mini-Circuits ZP-1LH frequency mixer.
The mixed signal is then passed though a ZASWA-2-50DR+ coaxial switch. The TTL control input is
also provided by the RedPitaya. Usually this stage is used for reliable shut-off service and debugging
purpose. In this thesis it was also used in the process of intensity stabilization as shown in chapter

26



4.1 Test setup

4.1.2. If the RF signal is shut off (TTL=0) it is just terminated on a 50 Ω load. Otherwise (TTL=1) the
signal is amplified and then fed into the AOM. Practically this scheme after the DDS in Figure 4.2 can
be done four times because the DDS board provides four independent output channels. However, in
the setup of this thesis only one channel is used since only one AOM is needed. Figure 4.3 shows the
inside of the box.

Figure 4.3: Inside of the AOM control box

As one can see on the right side in the middle of the box a pre- and a main amplifier (small gray and big
black box) are used to provide suitable output for the AOMs. They need to be cooled during operation
and thus a fan is integrated in the wall of the box. Cooling is also necessary for the amplifiers of the SI
card signal. Because of the fans vibrations these components are placed on racks isolated from the
optical table to not disturb the experiment.
In Figure 4.4 a scan of the mixer response is shown. The RedPitaya output is scanned from 0 to 1 volt
and amplified to meet the analog input range. In parallel the laser input signal to the RedPitaya is
measured. Because the first order diffraction of the AOM is used it is possible to completely shut
down the laser intensity by the mixer.
The purpose of intensity stabilization will be to keep this laser signal constant as accurate as possible
by controlling the RedPitaya output.
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Figure 4.4: Control box scan: The RedPitaya signal modulates the PD laser signal by altering the AOM RF
amplitude in the mixer

4.1.2 Laser intensity stabilization

Before diving into the details of intensity stabilization, the RedPitaya device will be discussed in
the first part of this section. After that the ideas of feedback-based signal manipulation and PID
stabilization is discussed. At the end the results implementing this scheme in the experimental setup
are shown.
The company RedPitaya produces FPGA based multifunctional compact devices with the aim to
combine multiple laboratory instruments, like oscilloscopes or signal generators, in one. The product
used for this thesis is the STEMlab 125-14 which is shown in Figure 4.5. The NQO group also has
a standardized PID solution with self manufactured PID boards but here a new solution shall be
discussed.

Figure 4.5: Photo of the STEMlab 125-14 device from RedPitaya

In the test setup the device is directly connected to the PC via Ethernet connection. It provides two
analog input and output channels. There are different ways to communicate with and set up the
RedPitaya for different purposes. In this thesis a python based open-source software package called
PyRPL is used [26]. It offers a graphical user interface to set up different functionalities for the device.
For intensity stabilization the PI-module is used which will be explained subsequently.
In order to be able to stabilize the used laser light after the AOM one needs a feedback mechanism.
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The abstract layer is depicted in 4.6. One can see that a system provides an output y that can be altered
actively with some input. The idea is now to feed this signal back to a controller which considers
the error value ’e’ which is given by the deviation of the output ’y’ from a user desired set value ’s’.
The controller then performs a calculation based on the error and provides an input ’c’ to the system.
The function that determines the correction signal will depend on a certain amount of parameters
which can be tuned. The assumption is now that for certain parameter values the controller is able to
efficiently alter the systems behavior such that the output converges to the desired set value.

Figure 4.6: Abstract sketch of stabilizing a systems signal with feedback based on the deviation ’e’ of the output
’y’ from a set value ’s’

The controller used in this thesis is the RedPitaya with PID feedback. PID stands for ’Proportional’,
’Integral’ and ’Derivative’ and refers to the mathematical feedback components the algorithm is based
on. The formula which produces the controller signal is given by [27]

𝑐(𝑡) = 𝐾𝑝𝑒(𝑡) + 𝐾𝑖

∫ 𝑡

0
𝑒(𝜏)𝑑𝜏 + 𝐾𝑑

𝑑𝑒(𝑡)
𝑑𝑡

As one can see the output consists of a proportional, integral and derivative part of the error signal.
The proportional constants 𝐾𝑖 define the strength of individual terms. Usually proportional and
derivative terms are used to stabilize fast fluctuations of the signal and the latter one is meant to be
more sensitive since it reacts on the derivative of the error signal. The integral part is essential for
letting the output signal reaching the target value in terms of an offset.
In this thesis the derivative part is not used but this is also not necessary for a comparable slow
time-scale task as laser intensity stabilization. The proportional constants and the target value can be
set individually in the PyRPL GUI. As already mentioned, the PD signal from one laser beam of the
beam splitter is used as system output (see Figure 4.1 in section 4.1). It is then compared with the
target value and further processed with the PID controller. The RedPitaya then forwards the control
signal to the AOM box mixer. The main goal of the intensity stabilization section was then to find
optimal values of the proportional constants such that recovering to the target value is (i) as short and
(ii) as stable as possible.
The parameters were found with the following process: system and controller output are both monitored
with the PyRPL oscilloscope function. The TTL signal which is provided by the second RedPitaya
output is varied periodically with a square signal. In parallel the PI controller is running. When the
TTL is off, the controller will automatically jump to the maximum value due to a finite integrator part.
When the TTL is then activated the controller will try immediately to adjust its output to restore the
set value. The oscilloscope can be triggered on the TTL signal such that the effect of altering P and I
parameter can be immediately seen. At first sight it may seem overambitious to artificially saturate the
controller output when the TTL is off but the advantage is that the temporal efficiency of the setting
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can be judged well. This behavior is shown in Figure 4.7 for two exemplary settings. The controller is
told to stabilize the system signal at 0.8 V. Both settings have the same I parameter but on the left side
the P part is higher than on the right. Lowering the latter parameter reduces overshoots of the control
which is clear from the PID formula since the P part is proportional to the error. With this interface
the parameter adjustment can be quickly found by just varying two parameters and to see the shape
change of controller and system curve.

Figure 4.7: Controller (RedPitaya) and System response for two settings with different P parameters. For the
right measurement the P parameter was decreased to reduce overshoots

In Figure 4.8 the controller/system responses for different P and I settings are shown. Here the set
value was changed from 0.9 to 0.1 V and vice versa to put high stress on the controller. In the first
row the lowest P and I settings (in absolute units) are chosen and one can see that the set value can
be reached but the change of the system state is very slow. Increasing the parameters will increase
the response strengths but unwanted effects can appear. If one parameter is too high in comparison
to the other one the lower one is not able to compensate misleading behavior of the strongest one.
This can be seen in the graphs G3 - G6. However, there are values where the parameters balance out
each other leading to a more stable behavior. The magnitude of both values then determines the total
strength of the controller and hence the speed of correction. The best values of the system in this
thesis are shown in G7 and G8 where the signal can be stabilized in roughly 25 𝜇s. It is worth to
notice that this result was limited due to practical implementations. First of all one can see that the
controller voltage sometimes saturates because the maximum RedPitaya analog output is 1 V limiting
the overall manipulation strength of the controller. Secondly the I parameter value was lower bound
to -3.8856e+04 by the PyRPL software. It is imaginable that with even lower values the controller
response could be further optimized.
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G1 : P=-1.0962e-01 & I=-3.8856e+03 G2 : P=-1.0962e-01 & I=-3.8856e+03

G3 : P=-1.0962e+00 & I=-3.8856e+03 G4 : P=-1.0962e+00 & I=-3.8856e+03

G5 : P=-1.0962e-01 & I=-3.8856e+04 G6 : P=-1.0962e-01 & I=-3.8856e+04

G7 : P=-1.0962e+00 & I=-3.8856e+04 G8 : P=-1.0962e+00 & I=-3.8856e+04

Figure 4.8: Controller/System response for different P and I settings when set value is changed from 0.9 to 0.1 V
(left column) and vice versa (right column)
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So far only the local response of intensity stabilization due to induced set value changes were shown.
The main goal is to have a stable signal over long time. To see this the output was monitored on a
separate oscilloscope to record a high resolution longtime measurement both for active and inactive
controller. In the latter case only a DC signal was applied to the AOM to observe the bare intensity
fluctuations. The results are shown in Figure 4.9. One can see that without stabilization the signal is
heavily fluctuating including overall jumps. The controller mechanism diminishes the fluctuations
and no jumps appear. It is also apparent why the time optimization of the controller response is
important. Without optimization the controller might be able to damp the long term drift but not the
fast fluctuations underlying. For quantifying the degree of stabilization the following formula can be
useful:

𝜂 =
𝑆max − 𝑆min
𝑆mean

(4.1)

Here 𝑆max and 𝑆min are the maximum/minimum signal value respectively whereas 𝑆mean is the mean
of the whole signal time trace. Thus we set the signal width in contrast to the total offset. Applying
the formula to the recoreded data we get the following values:

not stabilized stabilized
𝜂 0.169 0.006

The controller is able to stabilize the signal from 16.9% down to 0.6%. This is an important
result because not only the stability of tweezer light depends on the initial laser stability but also
calculated deflection efficiencies for further characterizations (see later in section 4.2) will use an
initial laser intensity measurement for reference. Hence the reliability of this signal must be guaranteed.

Figure 4.9: Long term laser signal on controller PD both for stabilized and not stabilzed case

32



4.1 Test setup

4.1.3 AOD

The central part of the optical setup is the crossed AOD configuration. A picture of the device is shown
in Figure 4.10 on the left side. The RF signals to drive the crystal as described in section 2 are applied
via SMA connections. The AODs are attached on a flat metal plate which is screwed on a kinematic
mount which allows to turn the configuration both horizontally and vertically. With these two degrees
of freedom it is possible to align the AODs for maximum deflection efficiency which was done in
the following way: Firstly only the AOD for y-deflection gets a RF signal at the central frequency of
104.5 MHz and the mounting is aligned until the maximum possible intensity for the first diffraction
order is reached. This then provides a good starting point for turning on the AOD for x-deflection
because the final diffraction order already gets some energy of the former one and it is easier to detect
a signal. Finally the fully deflected 1,1 order beam is aligned until it reaches the maximum intensity.

Figure 4.10: Left: Picture of the double AOD configuration screwed on a kinematic mount, the RF signals are
provided via SMA connections; Right: Sketch of AOD deflection orders

Note that there are four beams coming out of the second AOD in total. They are the

• 0th order beam which is the part of the incident laser light which has not been deflected

• 1st order beam in y-direction which is the first deflection produced by the first AOD and which
has not been deflected by the second AOD

• 1st order beam in x-direction which is the deflection of the 0th order beam going through the
second AOD

• 1,1st order beam which is produced by both deflection in x- and y- direction

This is also illustrated in Figure 4.10 in the right sketch. Since the first three beams are arranged at the
edges of the deflection window they can be easily blocked with an iris.
So far the processing of electronics and optics for producing stable deflections were discussed. In the
next chapter the detection of the beams and their intensity control will be explained.
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4.2 Deflection efficiency

A relevant part of generating tweezer patterns is not only frequency management but also adjustment
of amplitudes. This is important because the deflection efficiency depends on frequency and RF power.
This section discusses the frequency dependence of the double AOD system and how to compensate
for frequency depended intensity variations. To this end we first look at the natural AODs behavior
when running it with maximum RF power for a scan of frequencies. Because there are two frequency
options (one for each AOD) a 2D heat map can be created where the deflection efficiency is color
coded. We can define the efficiency by the following equations:

𝜂 =
𝑃def
𝑃0

= 𝛼 ·
𝑉osci
𝑃0

𝛼 =
𝑃ref
𝑉ref

Here 𝑃def and 𝑃0 are the deflected power and total power after AODs without RF signal respectively.
The latter one can be measured beforehand with a power meter. Now it also becomes clear why we
paid much attention on the intensity stabilization because we would like to have a reliable quantity to
reference the deflected power to. Because the deflection power is measured with a PD and oscilloscope
readout, we need to get a relation between oscilloscope voltage 𝑉osci and power. This is done by
introducing the proportionality constant 𝛼 which is calculated beforehand at an arbitrary frequency
setting by measuring the oscilloscope signal 𝑉ref and the corresponding deflected laser power 𝑃ref.
Dividing these values gives a reference such that any other measured oscilloscope voltage can be
converted into power.
Applying these equations to the above mentioned 2D-scan yields the result shown in Figure 4.11:

Figure 4.11: Efficiency map of the crossed AOD system with RF power close to 2 W

One can see that over some range the system produces a roughly homogeneous deflection output with
efficiencies over 80%.
When operating on this space one is in general interested to have tweezers with controlled efficiency,
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4.2 Deflection efficiency

ideally the same. This can be done by utilizing the free range of RF amplitude. Subsequently two
methods will be discussed how this could be achieved.

4.2.1 Feed-forward efficiency optimization

A straightforward method is to measure a stack of efficiency values for different amplitudes and
frequencies. Then one can interpolate between these values to get an estimation of the right amplitude for
a desired efficiency. Here a linear interpolation method implemented by the RegularGridInterpolator
from SciPy [28] is used which needs a regular data grid. Here a cubic grid based on efficiency
measurements for different x-, y- frequencies and amplitudes was measured. The goal is to predict
an efficiency value for an arbitrary frequency and amplitude combination. To this end the algorithm
uses triliniear interpolation. This method approximates the target value based on cubic grid points
which surround the target point by using linear interpolation. For a formula the idea is to multiply the
values at the grid points by factors such that if the approximation function is evaluated at such a grid
coordinate only the prefactor for the target value remains as 1, the rest vanishes. In between there
should be then a linear combination. This can be realized by using the following formula (for 3D):

𝑓 (𝑥, 𝑦, 𝑧) =(1 − 𝑎) (1 − 𝑏) (1 − 𝑐) 𝑓 (𝑥0, 𝑦0, 𝑧0) + 𝑎(1 − 𝑏) (1 − 𝑐) 𝑓 (𝑥1, 𝑦0, 𝑧0)+
(1 − 𝑎)𝑏(1 − 𝑐) 𝑓 (𝑥0, 𝑦1, 𝑧0) + 𝑎𝑏(1 − 𝑐) 𝑓 (𝑥1, 𝑦1, 𝑧0)+
(1 − 𝑎) (1 − 𝑏)𝑐 𝑓 (𝑥0, 𝑦0, 𝑧1) + 𝑎(1 − 𝑏)𝑐 𝑓 (𝑥1, 𝑦0, 𝑧1)+
(1 − 𝑎)𝑏𝑐 𝑓 (𝑥0, 𝑦1, 𝑧1) + 𝑎𝑏𝑐 𝑓 (𝑥1, 𝑦1, 𝑧1)

Here 𝑥𝑖 , 𝑦 𝑗 , 𝑧𝑘 with 𝑖, 𝑗 , 𝑘 ∈ {0, 1} are the corner grid points of the grid cube surrounding the target
point and 𝑓 (𝑥𝑖 , 𝑦 𝑗 , 𝑧𝑘) the known value at the grid points. The evaluation restriction mentioned above
then gives the following values for the prefactors:

𝑎 =
𝑥 − 𝑥0
𝑥1 − 𝑥0

𝑏 =
𝑦 − 𝑦0
𝑦1 − 𝑦0

𝑐 =
𝑧 − 𝑧0
𝑧1 − 𝑧0

In order to predict the right amplitude at a certain frequency combination the interpolator is asked to
give efficiency estimations for a close space of amplitudes on this frequency combination. Then the
best amplitude can be chosen.
It is important to note that the range of reachable frequencies has two limitations. Firstly there will be
certain frequencies at the edges of the shown efficiency map that can not reach the desired value at all,
because their values are too low even at maximum applied amplitude. Secondly a limitation is given
by the lower and upper boundary of the amplitude measurement space. On the lower side we have the
highest efficiency value for the lowest recorded amplitude as the bottom boundary. On the upper side
we have the lowest efficiency value for the highest recorded amplitude as the top boundary. Thus one
needs to choose a desired efficiency between these two limitations for the best performance on the
whole frequency space.
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Chapter 4 Creation & optimization of AOD deflections

Figure 4.12: Manipulated efficiency map by trilinear interpolation based on lookup-table, the red rectangle
marks the performance evaluation region

In Figure 4.12 a goal efficiency of 60 % was chosen for the whole efficiency map. As a measure
for the performance, one can compute the mean absolute deviation in percent from the efficiency
goal in a defined evaluation window since it does not make sense to include frequency points at the
very edge. Here we choose 83 ≤ 𝑓𝑥 ≤ 122 and 85 ≤ 𝑓𝑥 ≤ 125 shown as the red rectangle in the plot.
The absolute deviation mean for this window is 4.55% ± 0.04%. It is clear that the accuracy of this
approach depends on the density of measurement points of the lookup table as well as the amount of
measurement points since it is possible that the system behavior changes slightly due to environmental
influences while measuring.
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4.2.2 Iterative efficiency optimization

A method that does not need any prerecorded measurements is iterative amplitude adjustment in
real time. To this end we start with an arbitrary amplitude for each frequency tuple. Here for
simplicity every amplitude begins at maximum value and the efficiencies for the whole frequency
map is measured. The deviations of these values from the target efficiency is computed. Then the
amplitudes are adjusted (upwards or downwards) based on the efficiency deviations multiplied by a
weight, here called 𝛼. The advantage of this method is that it can adjust the amplitudes in real time as
long as needed. The concept is depicted in Figure 4.13 below. Basically it is the same approach as
the P part for the PID controller. It can be expected that the system should converge to the desired
efficiencies since the efficiency deviation Δ𝜂 becomes smaller iteratively.

Figure 4.13: Sketch of iterative efficiency optimization by amplitude adjustment in real time

The key point of this method is a good choice of the adjustment weight 𝛼. There are two regimes we
would like to avoid:

• 𝛼 is too small: here the strength of amplitude adjustment is damped by 𝛼. The adjustment
over time will become very slow which could then make the system unable to properly react to
environment changes or just be too slow for experimental time scales

• 𝛼 is too large: here the change in amplitude will become so strong that the efficiency change
overshoots the goal. Then it is possible that it needs long time for the system to converge or the
goal will never be reached

The practical effect of these point is depicted in Figure 4.14. Here the efficiency map evolution for an
efficiency goal of 50 % is shown at three stages of iteration.
There is no general solution which value to pick for 𝛼 because it depends both on electronic and optic
components used in the system. However, it is possible to search for a reasonable value beforehand.
For the values shown here a range of values for 𝛼 were tested and for illustrative purposes three
scenarios are presented. In the first row (𝛼 = 400), where a small 𝛼 was chosen, it is apparent that
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there is still a large location which is far apart from the goal. In the second row (𝛼 = 3000) one
sees effectively an inversion of the efficiency map which comes from the overshoot. In the third row
(𝛼 = 2000) the evolution with a weight between the two extremes is shown. In the last example the

Figure 4.14: Example efficiency evolution for small (first row) and large (second row) 𝛼 regime; third row shows
optimal evolution

evolution does not jump and converges quickly. This is also shown in Figure 4.15. Here again the
performance is quantified by the mean of the absolute efficiency deviation from the goal Δ𝑑 in the
frequency window 83 ≤ 𝑓𝑥 ≤ 122 and 85 ≤ 𝑓𝑥 ≤ 125. In contrast to the former feed-forward method
the evaluation point could be arbitrarily chosen. The values after 19 iterations are:

𝛼 Mean absolute efficiency deviation (%)
400 4.01 ± 0.04
2000 1.15 ± 0.05
3000 31.44 ± 0.04

We can see that the performance of the iterative method is better than the feed-forward one. This has
the following reasons: firstly it does not assume any specific mathematical form of the efficiency
landscape other than a global minimum for Δ𝜂. The feed-forward method does it by taking linear
approximation and the accuracy also depends on the distance of measurement values. Secondly this
method automatically adapts to potential fluctuations while operating. In contrast the former method
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takes false assumption if the system changes due to environmental influences during recording the
lookup table. Another advantage of this approach is that it is not limited which efficiencies to reach due
to measurement points. We can conclude that this method is more reliable to reach its goal, however it
is not capable to give predictions beforehand for short timescale experiments since it stabilizes on
the run. It is also important to note that the actual time of convergence depends on the number of
tweezers and the measurement speed of the experimental system.

Figure 4.15: Trace of efficiency evolution performance Δ𝑑 for three 𝛼 configurations: when 𝛼 is too low (blue)
the convergence is slow, when 𝛼 is too high (red) the zero line can to be reached, in between there is an optimal
region for 𝛼 (green) such that convergence to the zero line happens in a short amount of iterations

An additional important point to consider is that here the method shows how to reach tweezers with
equal intensity. Later the trapping of atom clouds in the tweezers are demonstrated and then the atomic
background needs to be taken into account. This was outside the scope of this thesis but for practical
implementation the mathematical mechanism is the same.
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4.2.3 ArduCam

In order to see the spatial distribution of generated tweezers in the test setup a MT9J001 ArduCam was
used. It is a monochromatic CMOS camera that can be interfaced with python to read out pixel values
proportional to the impinging intensity. A picture of the device is shown in Figure 4.16. One can
see the colorful CMOS chip in the middle. The ArduCam is embedded into a lens tube for practical
mounting on the optics table. In addition it is possible to attach optical filters on it to protect the chip
and ovoid saturation when laser light falls onto it. The full camera actually consists of two stages:
camera chip (upside) and breakout board (downside). Both are connected with a ribbon cable which is
not visible in the picture. The USB connection for data streaming is provided by the breakout board.

Figure 4.16: Photo of the ArduCam surrounded by a lens tube

Unfortunately the sensor chip is not fully monochromatic, a Bayer monochrome pattern is implemented
onto it. A scheme of this pattern is shown in 4.17.

Figure 4.17: Bayer monochrome pattern scheme of ArduCam MT9J001 [29]

The different ee, eo, oe, oo pixels will lead to different values due to wavelength dependence. However,
it is possible to reduce this effect because one has access to control registers. With these registers
one can for example change the pixels gains such that the input of the patterned pixels are differently
weighted such that the output gets effectively balanced. Software routines to find the right register
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values were developed by Samuel Germer and his results for the settings are used in this thesis [30]:

gain register in decimal code gain value in decimal code
12374 4162
12376 4176
12378 4173
12380 4161

The effect of this register change can bee seen in Figure 4.18. A picture of a Gaussian laser beam was
taken with the ArduCam without/with register value change according to the table above. On the left
one can clearly see the checkerboard pattern induced by the Bayer filter. The projections of the data
both for horizontal and vertical axis show that the Gaussian shape is clearly distorted. On the right it
can be seen that with register changes the Bayer pattern can be diminished.

Figure 4.18: Data of deflected Gaussian beam recorded with ArduCam: left without register change; right with
register change; the horizontal and vertical pixel sums (projections) are fitted with a Gaussian function

At this point it is possible to reliably monitor the deflection position over time. This is shown
in Figure 4.19. Here the location of a deflected beam on the camera was traced over time. It
is apparent that the beam moves over some pixels in both horizontal and vertical direction for
more than one hour until it roughly converges to a final spot which also effects the deflection
efficiency. This is a temperature effect and will be discussed in section 4.2.4. As it is apparent
in the pixel projections in Figure 4.18, the register change does not cancel the pixel pattern fully
and in addition interferences still can occur due to a camera protection layer. This is the reason
why a PD in combination with an oscilloscope was used for this kind of measurement since the
deflected beams are all focused on the same spot of the PD. It turned out that the efficiency values
are more reliable then. However, the ArduCam is still a useful tool for spatial depended measurements.
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Figure 4.19: Deflection spot trace recorded with ArduCam; the spots are the centers from the fits of the deflected
Gaussian laser beams

4.2.4 Temperature dependency

As already mentioned previously, the AODs have a non-constant efficiency behavior over time
after turn-on. To investigate this, an array of points of the efficiency map were selected. Their
deflection efficiency was then measured for multiple hours with the PD. This is shown in the plot
below. The measurement was started with cold AODs at laboratory temperature. On the left side the
selected frequency combinations for the longtime measurements are depicted. On the right side the
corresponding efficiency evolution is shown. One can see that there is an oscillatory drift in efficiency
for the first half hour. The amount of oscillation and total change of drift is different for the frequency
settings. After thirty minutes to one hour a stationary stage is reached.

Figure 4.20: Left: selected points from efficiency map for longtime efficiency measurement
Right: longtime efficiency measurement for selected frequency combinations

The reason for these drifts is the temperature change of the AODs (see Figure 4.21). Applying RF
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signals to the AODs heat the crystals up and they expand. Effectively the end sides of the crystals
provide reflective surfaces and interference drifts can be seen while expanding. As soon as the
temperature change stops the efficiency drift also ends. This effect also explains the beam location
change on the Arducam shown in section 4.2.3. The deflection angle is altered by the changing crystal
geometry. In the picture the curves saturate at different temperature levels because the temperature
sensors were placed on different spots of the AODs because of access restrictions.

Figure 4.21: Temperature trace at AOD surfaces while operating

Thus for a reliable application the AODs need to be held in a stationary state e.g. applying a low
efficiency RF signal while being unused to hold the temperature.
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CHAPTER 5

Implementation into main experiment

The previous sections discussed generation and control of optical tweezers. So far the tweezers
were investigated as distributed light fields detected with camera or PD. The next part is to check
the functionality of the SI card/software system in the main experiment. In this chapter firstly the
experiment is discussed in the detail that is relevant for this project. Then the technical infrastructure
and the implementation of the new SI card/software system will be explained. Currently the experiment
uses a single AOD and the second part of this chapter shows the successful generation of arbitrary 1D
tweezer patterns.

5.1 Overview

The experiment uses ultracold rubidium atoms in Rydberg states for quantum optics. The strong
interaction between Rydberg atoms can be connected to photons flying through the atom cloud and for
example control the photon statistics as mentioned in the introduction. For this multiple atom clouds
can be placed with optical tweezers in a 1D array. To this end the RQO setup releases rubidium atoms
from heated dispensers in a vacuum chamber and then cools and traps them. The steps to achieve this
are the following:

1. Firstly a magneto-optical trap (MOT) is loaded with the atoms for 1.3 s. Then the MOT is
compressed by increasing the magnetic field gradient and the detuning of the cooler laser. In
parallel the intensity of cooler and repumper laser beams is reduced. By this the atoms are
transported into a crossed optical dipole trap. This process takes 100 ms.

2. The atoms in the optical dipole trap are further cooled with a combination of evaporative and
Raman sideband cooling. This is discussed in Ref. [31]. This procedure needs 40 ms. At the
end the atoms have a temperature on the order of 4 𝜇K [31].

3. The trapping geometry is then altered by an additional trapping beam (here called magic beam)
along the long axis of the crossed dipole trap. The trap provides a magic wavelength for trapping
both the ground state and the relevant Rydberg state of rubidium.

4. At the end of cooling the optical dipole trap is turned off and the tweezer laser beam can be
activated to localize the atoms at well-defined spots.
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A sketch of the final beam configuration is shown in Figure 5.1. The tweezer beams are created with a
one-dimensional AOD offering deflection in the y-direction. The z-axis of the tweezer beam is fixed.
To analyze the trapped atoms absorption imaging is used. With this technique it is possible to measure
for example the number of atoms in a cloud or the atoms temperature. The atoms are imaged along
the z-axis in Figure 5.1.

Figure 5.1: Sketch of laser geometry inside the vacuum chamber of the main experiment (the MOT beams are
not shown)
1. Vacuum chamber; 2. Crossed dipole trap
3. Magic beam; 4. Tweezer beams

For quantum optics experiments photon probe pulses go through the atom clouds and the Rydberg
states are applied with a control laser beam. Both beams overlap with the magic beam.

5.2 Digital infrastructure

As mentioned before the old system used three DDS boards as RF control for the tweezers. These are
now replaced with the single SI AWG. Physically this is simply done by connecting the SMA ports
of AOD and SI card. The next step is to embed the PC with SI card into the experimental control
system. To this end consider Figure 5.2 which shows the digital communication infrastructure of the
main experiment. For easier understanding not all instances are fully shown in detail. In general
the infrastructure consists of computers (blue), electronic devices (gray) for measuring or signal
generation and software (green) that enables communication with other instances. The central part of
the experiment is the CONTROL PC which controls the action of the other devices through the script
cycle.py. This cycle script sends pings to other machines in a defined order. Two other important
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instances are VAULT PC and CAMERA PC. The former one hosts a SQL server which provides
numeric variables that are frequently used in the experiment. In addition on VAULT PC measurements
are saved. CAMERA PC runs the camera which measures the photon absorption.

Figure 5.2: Communication scheme of the main experiment
Computers (blue) run scripts (green) to control laboratory devices (gray), the scripts run when receiving a ping
from the CONTROL PC

The new device is the computer DIMPLE MACHINE which runs the SI card. The dimple_server.py
script waits for a ping from the control. If activated it reads sequence data from the vault, computes
the RF data and starts the card which actually starts the RF sequence when triggered from control.
The sequence data contains the time, frequency and amplitude properties of the tweezer signals at user
defined timestamps. As mentioned earlier in this thesis the data between these timestamps is then
generated in a linear manner. The data is saved in a txt-file and is build up as follows: the first three
lines consists of one matrix each which specify

1. timestamps (ms) at which the the tweezers should have certain properties. Each matrix row
represents one tweezer and the numerical values are the time values in milliseconds

2. frequencies (MHz) of each tweezer that correspond to the timestamps

3. amplitudes (mV) of each tweezer that correspond to the timestamps

These are the data for the y-axis. The amplitudes are scaled if the final generated RF data exceeds
a predefined allowed value. The z-axis has fixed values of frequency and amplitude for the whole
sequence which are given in the next two lines. The last value in the txt-file is the trigger level of the
SI card in mV. An example file could look like the data in Figure 5.3 on the left side which is actually
the sequence data which generated the output presented in Figure 3.12 which is shown here again.
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With this method the tweezer configuration can be simply changed be rewriting the data in the txt-file
and the tweezers are then changed accordingly in the next cycle. In addition to explicit user input the
software is able to read values from the vault database and include them into the sequence data. With
this different sequence configurations can be tested automatically.

1 [[0, 10, 20, 30, 60], [0, 10,
20, 30, 60], [0, 10, 40, 50, 60],
[0, 30, 60]]

2 [[79, 79, 78.5, 78, 75], [80,
80, 80, 80, 80], [81, 81, 81, 81,
81], [83, 83, 86]]

3 [[200, 500, 600, 600, 760], [0,
0, 300, 760, 760], [0, 0, 300,
760, 760], [600, 600, 760]]

4 80
5 2450
6 100

Figure 5.3: The sequence data for every tweezer on the left creates the Fourier signal data on the right. The first
three matrices describe timestamps (ms), frequencies (MHz) and amplitudes (mV) of channel one, every entry
corresponds to one tweezer each. The last three lines specify amplitude, frequency for channel two and trigger
level.
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5.3 Trapped atom clouds

The first part of the verification process was to check that the new RF generator can produce three
tweezers as possible with the old system. Different configurations were tested and four absorption
images are shown in Figure 5.4. The atom density is color coded in arbitrary units. The images are not
single shot pictures, each configuration is an average of several experimental iterations. This is needed
because the loading result is not the same for every shot which is caused by the complex trapping
architecture inside the chamber and atom movement. The whole sequence until the tweezers are in
their final positions takes 15 ms.
The first picture shown in Figure 5.4 is the bare atom cloud trapped in the crossed optical dipole trap
from which the actual tweezers catch their atoms. The next two images show the three tweezers with
equal distances but in the second configuration the RF amplitude for the third tweezer was higher than
the other ones. By doing this the third tweezer gets more diffraction light intensity and hence the trap
depth is deeper and the tweezer collects more atoms. The third configuration shows the three tweezers
with unequal distances.
The next part verifies that the system can go beyond the old one by generating more tweezers. This is
shown in Figure 5.5. Different configurations are shown from four to seven tweezers. It is important to
note that the more tweezers are created the less power they receive each from the RF source because
the total power is distributed over more tweezers. Therefore during the experiment the tweezer laser
intensity was increased to make the traps as deep as for the few tweezer configuration. From picture
three to four the third tweezer was split into two close ones as indicated with the red arrows. It is
apparent that for some tweezers atoms leak out of the trap spots leading to vertical strips going through
the tweezers in the absorption images. The reason for this is the finite temperature of the atoms where
the hottest ones can overcome the trap potential and align then themselves along the Gaussian tweezer
beam. However, this is not a problem for the experiment since probe and control beam come from the
perpendicular direction and only have to apply on the atoms in the tweezer centers.
Figure 5.4 and 5.5 show the proof of principle of the new tweezer generation to trap atoms. Further
optimization like balancing atom numbers in the tweezers is necessary, but this lies beyond the
time-frame of this thesis.
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Figure 5.4: Absorption images of atoms in the crossed dipole trap and of different three-tweezer configurations
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Figure 5.5: Absorption images for different amount of tweezers that go beyond the old setup, the red arrows
represent how a single tweezer can be split up by shifting the corresponding frequencies up and down
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CHAPTER 6

Summary & Outlook

In this thesis the properties of a crossed two-AOD system for generating tweezer patterns were
investigated. The aim was to create routines for generating RF patterns in order to enable an AOD to
produce arbitrary tweezer patterns. Furthermore the goal was to implement this into the RQO main
experiment to create larger 1D chains for new Rydberg superatom experiments.
Firstly the theory regarding acousto-optical modulation/deflection and optical tweezers were discussed.
After that a Spectrum Instrumentation AWG card was characterized for generating RF signals in
the MHz regime in combination with the RF signal computation with a GPU. An optical test setup
was build and characterized to present the practical properties of a two-AOD system. On this
way a successful implementation of a RedPitaya device for laser intensity stabilization was shown.
Furthermore two methods for controlling the deflection efficiency by software controlled RF adaption
based on intensity detection feedback were demonstrated. Regarding the practical implementation of
the SI card into the RQO main experiment a software infrastructure for generating arbitrary tweezer
patterns was build. In case for 1D sequences a socket server script was written to embed the RF
tweezer signal generator into the main experiment cycle. Lastly the successful tweezer generation
was documented by absorption imaging for different tweezer patterns that extend the old amount of
possible tweezers and their behavior in time and space.
So far the two-AOD system was only tested in a separate setup for this thesis. At some point in the
future this device or a similar one could replace the 1D AOD system used in the main experiment
currently. In combination the 2D tweezer generation with the prepared software can then be used.
A further outlook considers a feedback mechanism for the main experiment. So far the tweezer
generation is based on user fixed values and hence the tweezer powers is as well. In order to be able
to balance the atom numbers for the tweezers a feedback infrastructure could be included. Here the
feedback algorithms shown in this thesis provide a starting point which could also be utilized for
another aspect: as soon as 2D patterns are generated a reliable atom loading becomes more difficult
since tweezers can then cover each other. Here the full freedom of RF sequence arrangement can be
utilized for testing and optimizing the tweezer loading.
In total the new tweezer generation system extends the old one by generating arbitrary RF signals
instead of mixing fixed frequencies and promises to be a versatile tool for new Rydberg atom
experiments. For example the new 1D capabilities promise to provide an extended infrastructure
for creation of nonclassical states of light by utilizing the trapped atom clouds as chained quantum
emitters [32]. Furthermore the 2D tweezer generation will enable the main experiment to follow other
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nonlinear optics experiments [33] to study Rydberg interactions in different spatial configurations.
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APPENDIX A

Python code for generating two sinus signals
with SI card

Here the code for generating two independent sinus signals with arbitrary frequencies (based on the
limitations discussed in chapter 3) and amplitudes is shown to illustrate the control of the SI card.
The control software for the SI card is embedded in a class and the method for generating two sinus
signals ’two_sinus’ uses other functions not shown here explicitly.
Different register address values or data values are predefined by SI. They are written in capital letters.
Important functions predefined by Spectrum Instrumentation for interfacing the SI card are used
here [22]:
The spcm_dwSetParam functions for 32 or 64 bit transfer are used to write values into the register
memory of the SI card. It holds three arguments: the handle to the card (here called self.hCard), the
numeric value of the register address, the value to write in.
The pvAllocMemPageAligned function is used to declare a memory buffer with certain size.
The spcm_dwDefTransfer defines a buffer with data that can then be uploaded subsequently. It holds
the following arguments: handle to the SI card, type of buffer, transfer direction, number of bytes after
which an event is sent, pointer to the data buffer, offset for transfer in board memory, buffer length.

1 de f s i n u s _ s a m p l e s ( s e l f , f r equency , phase =0) : # Gene r a t e s i n u s d a t a f o r
Spect rum card , f r e qu en c y i n MHz

2 i f f r e q u en c y > 130 :
3 p r i n t ( " F r e q u e n c i e s abou t 130 MHz f o r b i d d e n . P r o c e s s s t opped . " )
4 sy s . e x i t ( )
5 nu = f r e qu en cy / s e l f . f _ cen
6 r e t u r n 32000 ∗ np . s i n (2∗ np . p i ∗ s e l f . N_loop∗ s e l f . s ample s ∗nu / s e l f .

L_min + phase )
7

8 de f two_s i nu s ( s e l f , ampl0 , f r equ0 , ampl1 , f r e q u 1 ) : #Compute s i n u s f o r
bo th c h a n n e l s and run wi th SI

9 i f ampl0 > s e l f . max_al lowed_ampl o r ampl1 > s e l f . max_al lowed_ampl :
10 p r i n t ( " Ampl i tude above " + s t r ( s e l f . max_al lowed_ampl ) + "mV f o r b i d d e n "

)
11 r e t u r n 0
12 s e l f . s t o p _ o u t p u t ( )
13 amp l i t u d e0 = i n t 3 2 ( ampl0 )
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14 amp l i t u d e1 = i n t 3 2 ( ampl1 )
15

16 f r e quency0 = f r e q u 0
17 f r e quency1 = f r e q u 1
18

19 waveform0 = s e l f . s i n u s _ s a m p l e s ( f r e quency0 )
20 waveform1 = s e l f . s i n u s _ s a m p l e s ( f r e quency1 )
21

22 spcm_dwSetParam_i32 ( s e l f . hCard , SPC_CARDMODE, SPC_REP_STD_SINGLE )
23 spcm_dwSetParam_i32 ( s e l f . hCard , SPC_CHENABLE, CHANNEL0 | CHANNEL1)
24 spcm_dwSetParam_i32 ( s e l f . hCard , SPC_ENABLEOUT0 , 1 )
25 spcm_dwSetParam_i32 ( s e l f . hCard , SPC_ENABLEOUT1 , 1 )
26 spcm_dwSetParam_i32 ( s e l f . hCard , SPC_AMP0 , amp l i t u d e0 )
27 spcm_dwSetParam_i32 ( s e l f . hCard , SPC_AMP1 , amp l i t u d e1 )
28

29 spcm_dwSetParam_i64 ( s e l f . hCard , SPC_MEMSIZE , s e l f . L_ext ) # Samples pe r
ch anne l !

30 spcm_dwSetParam_i32 ( s e l f . hCard , SPC_LOOPS , 0 )
31

32 pvBu f f e r = c_vo id_p ( )
33 pvBu f f e r = pvAllocMemPageAligned ( s e l f . B u f f e r S i z e ∗ 2)
34 pnBu f f e r = c a s t ( pvBuf fe r , p t r 1 6 )
35 merged_waveforms = s e l f . i n t e r l e a v e ( waveform0 , waveform1 )
36 pnBu f f e rAr r ay = np . c t y p e s l i b . a s _ a r r a y ( pnBuf fe r , shape =( s e l f . B u f f e r S i z e

∗2 , ) )
37 pnBu f f e rAr r ay [ : l e n ( merged_waveforms ) ] = merged_waveforms . a s t y p e ( i n t 1 6 )
38

39 spcm_dwDefTrans fe r_ i64 ( s e l f . hCard , SPCM_BUF_DATA, SPCM_DIR_PCTOCARD,
0 , pvBuf fe r , 0 , i n t 6 4 ( s e l f . B u f f e r S i z e ∗ 2) )

40 spcm_dwSetParam_i32 ( s e l f . hCard , SPC_M2CMD, M2CMD_DATA_STARTDMA |
M2CMD_DATA_WAITDMA)

41 spcm_dwSetParam_i32 ( s e l f . hCard , SPC_M2CMD, M2CMD_CARD_START |
M2CMD_CARD_ENABLETRIGGER | M2CMD_CARD_FORCETRIGGER)

42 p o s s i b l e _ e r r o r = s e l f . g e t E r r o r ( )
43 i f p o s s i b l e _ e r r o r != ERR_OK:
44 p r i n t ( p o s s i b l e _ e r r o r )
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